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Preface 
 

The Agency for Healthcare Research and Quality (AHRQ) conducts the Effective Health 

Care Program as part of its mission to organize knowledge and make it available to inform 

decisions about health care. As part of the Medicare Prescription Drug, Improvement, and 

Modernization Act of 2003, Congress directed AHRQ to conduct and support research on the 

comparative outcomes, clinical effectiveness, and appropriateness of pharmaceuticals, devices, 

and health care services to meet the needs of Medicare, Medicaid, and the Children‟s Health 

Insurance Program (CHIP). 

AHRQ has an established network of Evidence-based Practice Centers (EPCs) that produce 

Evidence Reports/Technology Assessments to assist public- and private-sector organizations in 

their efforts to improve the quality of health care. The EPCs now lend their expertise to the 

Effective Health Care Program by conducting comparative effectiveness reviews (CERs) of 

medications, devices, and other relevant interventions, including strategies for how these items 

and services can best be organized, managed, and delivered. 

Systematic reviews are the building blocks underlying evidence-based practice; they focus 

attention on the strength and limits of evidence from research studies about the effectiveness and 

safety of a clinical intervention. In the context of developing recommendations for practice, 

systematic reviews are useful because they define the strengths and limits of the evidence, 

clarifying whether assertions about the value of the intervention are based on strong evidence 

from clinical studies. For more information about systematic reviews, see 

http://www.effectivehealthcare.ahrq.gov/reference/purpose.cfm  

AHRQ expects that CERs will be helpful to health plans, providers, purchasers, government 

programs, and the health care system as a whole. In addition, AHRQ is committed to presenting 

information in different formats so that consumers who make decisions about their own and their 

family‟s health can benefit from the evidence. 

Transparency and stakeholder input from are essential to the Effective Health Care Program. 

Please visit the Web site (http://www.effectivehealthcare.ahrq.gov) to see draft research 

questions and reports or to join an e-mail list to learn about new program products and 

opportunities for input. Comparative Effectiveness Reviews will be updated regularly. 

We welcome comments on this CER. They may be sent by mail to the Task Order Officer 

named below at: Agency for Healthcare Research and Quality, 540 Gaither Road, Rockville, MD 

20850, or by e-mail to epc@ahrq.hhs.gov. 
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Structured Abstract 

Background: Numerous tools exist to assess methodological quality, or risk of bias in 

systematic reviews; however, few have undergone extensive reliability or validity testing.  

Objectives: 1) assess the reliability of the Cochrane Risk of Bias (ROB) tool for randomized 

controlled trials (RCTs) and the Newcastle-Ottawa Scale (NOS) for cohort studies between 

individual raters, and between consensus agreements of individual raters for the ROB tool; 2) 

assess the validity of the Cochrane ROB tool and NOS by examining the association between 

study quality and treatment effect size (ES); 3) examine the impact of study-level factors on 

reliability and validity. 

Methods: Two reviewers independently assessed risk of bias for 154 RCTs. For 30 RCTs, two 

reviewers from each of four Evidence-based Practice Centers assessed risk of bias and reached 

consensus. Inter-rater agreement was assessed using kappa statistics. We assessed the association 

between ES and risk of bias: ES were pooled using a random effects model and compared across 

risk of bias categories. We examined the impact of study-level factors on the association between 

risk of bias and ES using subgroup analyses. Two reviewers independently applied the NOS to 

131 cohort studies from 8 meta-analyses. Inter-rater agreement was calculated using kappa 

statistics. Within each meta-analysis, we generated a ratio of pooled estimates for each quality 

domain. The ratios were combined to give an overall estimate of differences in effect estimates 

with inverse-variance weighting and a random effects model. 

Results: Inter-rater reliability between two reviewers was considered fair for most domains (  

ranging from 0.24 to 0.37), except for sequence generation ( =0.79, substantial). Inter-rater 

reliability of consensus assessments across 4 reviewer pairs was moderate for sequence 

generation ( =0.60), fair for allocation concealment and “other sources of bias” ( =0.37, 0.27), 

and poor for the remaining domains (  ranging from 0.05 to 0.09). Inter-rater variability was 

influenced by study-level factors including nature of outcome, nature of intervention, study 

design, trial hypothesis, and funding source. No statistically significant differences were found in 

ES when comparing studies categorized as high, unclear or low risk of bias; however, trends 

showed larger ES for studies at high and unclear versus low risk of bias for individual domains. 

Inter-rater reliability of the NOS varied from substantial for length of followup to poor for 

selection of non-exposed cohort and demonstration that the outcome was not present at outset of 

study. We found no association between individual NOS items or overall NOS score and effect 

estimates. 

Conclusion: More specific guidance is needed to apply risk of bias/quality tools. Study-level 

factors that were shown to influence agreement provide direction for detailed guidance. Low 

agreement across pairs of reviewers raises questions about the credibility of risk of bias 

assessments in any given systematic review. This has implications for incorporation of risk of 

bias into results and grading the strength of evidence. Variable agreement for the NOS, and lack 

of evidence that it discriminates studies that may provide biased results, challenge its suitability 

for use in systematic reviews.  
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Executive Summary 

Introduction 
The assessment of methodological quality, or risk of bias, of studies included in a systematic 

review (SR) is a key step and serves to: 1) identify the strengths and limitations of the included 

studies; 2) investigate, and potentially explain, heterogeneity in findings across different studies 

included in a SR; and, 3) grade the strength of evidence for a given question. There are numerous 

tools to assess methodological quality, or risk of bias, of primary studies; however, few have 

undergone extensive inter-rater reliability or validity testing. Moreover, the focus of much of the 

tool development or testing that has been done has been on criterion or face validity. Therefore it 

is unknown whether, or to what extent, the summary assessments based on these tools 

differentiate between studies with likely biased and unbiased results.  

There is a need for inter-rater reliability testing of different tools in order to assess and 

enhance consistency in their application and interpretation across different SRs. Further, validity 

testing is essential to ensure that the tools being used can identify studies with biased results. 

Finally, there is a need to determine inter-rater reliability and validity in order to support the 

uptake and use of individual tools that are being recommended for use by the SR community, 

and specifically the Cochrane Risk of Bias (ROB) tool within the EPC Program. 

Key Questions 
The objective of this project was to assess the reliability and validity of quality assessment 

tools across individual raters and pairs of raters in evaluating study quality in comparative 

effectiveness reviews and other evidence reports produced through the AHRQ Effective Health 

Care (EHC) Program. In this work we focused on the Cochrane ROB tool and the Newcastle-

Ottawa Scale (NOS). Both are recommended and frequently used in systematic reviews of 

randomized controlled trials (RCTs) and cohort studies, respectively. 

The specific objectives were: 

1. To assess the reliability of the Cochrane ROB tool for RCTs and the NOS for cohort 

studies between individual raters and, for the ROB tool, between the consensus 

agreements of individual raters (i.e., comparing consensus agreements across four 

EPCs). 

2. To assess the validity of the Cochrane ROB tool and NOS by using empirically-

shown evidence of inverse association between risk of bias or study quality and effect 

size (ES) as a construct for validity. 

3. To examine the impact of study-level factors (e.g., outcomes, interventions and 

conditions) on scale reliability and validity. 

Methods 

Cochrane Risk of Bias Tool and Randomized Controlled Trials 
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Study Selection: A sample of 154 RCTs involving adults was randomly selected from among 

616 trials published in December 2006 that were examined for quality of reporting.
1
As the 

parameters required for sample size calculations in this type of work are presently unknown, we 

used a pragmatic approach to determine sample size. This was based on previous studies in this 

area, input from the Steering Committee, and the availability of resources and timelines. Hence, 

we selected a 25 percent random sample of the 616 trials described above.  

 

Risk of Bias Assessments: We pilot tested the ROB tool and developed decision rules to 

accompany the guidance for applying the tool that is publicly available in the Cochrane 

Handbook.
2
 The tool was applied to each study independently by two reviewers. For each study, 

one reviewer was from the xx EPC and one from the xx EPC. To assess reliability between 

consensus agreements, we used a subset of 30 trials. Two reviewers at each of the four 

collaborating EPCs independently assessed risk of bias and reached consensus (xx, xx, xx, xx). 

 

Data Extraction: We extracted data on the primary outcome for each trial. Several 

characteristics of the trial that may also be related to risk of bias were extracted, including study 

type (efficacy, equivalence), study design (parallel, crossover), the condition being treated, type 

of outcome (subjective, objective), nature of the intervention (pharmacological, 

nonpharmacological), treatment mode (flexible dose vs. fixed dose), treatment duration, baseline 

mean difference between study groups for continuous outcomes, the impact of the intervention 

(treatment ES), variance in ES, sample size, and funding source. Data extraction for each study 

was completed at the xx EPC by a single reviewer. A 10 percent random sample of trials was 

checked by a second reviewer. 

 

Data Analysis: For the entire sample of trials, inter-rater agreement between two reviewers was 

calculated for each domain using weighted kappa statistics. Agreement was categorized as poor, 

slight, fair, moderate, substantial, or almost perfect using accepted approaches (Table ES-1).
3
 

Using subgroup analyses, we explored whether inter-rater agreement was influenced by study-

level factors, including study design, study hypothesis, nature of the intervention, nature of the 

outcome, and source of funding. For the subset of 30 studies, agreement for consensus 

assessments across pairs of reviewers was measured using unweighted kappa statistics (i.e., the 

consensus assessments were compared across the pairs of reviewers from 4 EPCs). 

Since there is no gold standard against which the validity of the ROB assessments can be 

made, the empirically shown inverse association between the ES and the study quality based on 

ROB assessments was taken as construct validity. For each RCT we calculated an ES for the 

primary outcome. ES were calculated using Cohen‟s d for continuous outcomes. Odds ratios 

were calculated for dichotomous outcomes and converted into ES using a method developed by 

Hasselblad and Hedges.
4
 The ES for all RCTs were combined using a random effects model.

5
 

We compared the pooled ES for the high, unclear, and low risk of bias categories for each of the 

six domains and overall risk of bias. The differences were compared statistically using Kruskall-

Wallis and Spearman tests.
 

The effect of specific covariates on risk of bias was analyzed using logistic regression. We 

also tested these covariates for their effect on the association between risk of bias and ES in a 

subgroup analysis. The covariates examined were intervention type (pharmacological or 

nonpharmacological), study design (parallel vs. other), funding source (pharmaceutical industry 
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vs. other), type of trial (efficacy/superiority vs. other), and type of outcome (subjective or 

objective). 

 
Table ES-1. Interpretation of Fleiss’ kappa (κ)(from Landis and Koch 1977)

3
 

Κ Interpretation 

<0 Poor agreement 

0.0-0.20 Slight agreement 

 0.21-0.40 Fair agreement 

 0.41-0.60 Moderate agreement 

 0.61-0.80 Substantial agreement 

0.81-1.0 Almost perfect agreement 

Newcastle-Ottawa Scale and Cohort Studies 

Study selection: We used an iterative approach to identify a sample of cohort studies based on 

already completed meta-analyses of cohort studies. Initially, we searched completed EPC 

reports. We found 3 EPC reports with relevant meta-analyses including 36 cohort studies that 

met the inclusion criteria (see below). We subsequently conducted searches in Medline using the 

terms to capture systematic reviews (meta-analys?s.mp, review.pt and search.tw), cohort studies 

(exp Cohort Studies/, cohort$.tw, (observation$ adj stud$).tw) and meta-analyses (exp meta-

analysis/, (analysis adj3 (group$ or pool$)).tw, (forest adj plot$).mp). Results were limited to 

studies in humans, English language reports, and those published in 2000 or later. We searched 

by year starting with the most recent, and continued until we identified a sufficient number of 

studies.  

A meta-analysis was considered appropriate to include if it incorporated at least 10 studies, 

assessed a dichotomous outcome, and had substantial statistical heterogeneity (i.e., I
2
>50 

percent). Previous meta-epidemiological research has used a minimum sample size per meta-

analysis of 5 to 10 studies.
6,7

 This ensures that there is a sufficient pool of studies with some 

degree of variability in each meta-analysis in order to test the hypotheses. Some degree of 

heterogeneity is required in order to test whether quality as assessed by the NOS tool can 

differentiate studies with different effect estimates.  

Our target sample size was 125 cohort studies from appropriate meta-analyses. Our final 

sample included 131 cohort studies from 8 meta-analyses. 

 

Quality Assessments: We pilot tested the NOS tool and developed decision rules to accompany 

existing guidance for the NOS. All studies were assessed using the NOS independently by two 

reviewers. One reviewer was from the xx EPC and one reviewer was from the xx EPC. 

Discrepancies were resolved through discussion to produce consensus assessments for each 

study. 

 

Data Extraction: The outcomes and data for effect estimates were based on the meta-analysis 

and checked against the primary studies by a single reviewer. The statistician double-checked 

data that were unclear. 

 

Data Analysis: Inter-rater agreement was calculated for each domain and for overall quality 

assessment using weighted or unweighted kappa statistics, as appropriate. Agreement was 

categorized as above (Table ES-1). For the results of the individual meta-analyses, we coded 

endpoints consistently so that the outcome occurrence was undesired. Within each meta-analysis, 

we generated a ratio of odds ratios (i.e., odds ratios for studies with and without the domain of 
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interest or of high/low quality as assessed by the NOS). To maintain consistency, we used odds 

ratios to summarize all meta-analyses, even if this was not the statistic that was used in the 

original meta-analysis. The ratios of odds ratios for each meta-analysis were combined to give an 

overall estimate of differences in effect estimates using meta-analytic techniques with inverse-

variance weighting and a random effects model.
8
 

Results 

Results are presented according to the tools we examined: ROB tool for RCTs and NOS for 

cohort studies. 

Risk of Bias and Randomized Controlled Trials 

Description of reviewers: Twelve reviewers from the xx EPC and the xx EPC assessed the 

RCTs using the ROB tool. Individuals had varying levels of relevant training, experience with 

systematic reviews in general, and experience with EPC work specifically. The length of time 

they had worked with their respective EPC ranged from 9 months to 10 years. Ten of the 12 

reviewers had formal training in systematic reviews. Three of the reviewers had a doctoral 

degree in epidemiology or health/clinical sciences; 8 reviewers had a master‟s degree in 

epidemiology/public health, health/clinical sciences, or math/statistics; and one reviewer had an 

undergraduate degree in health sciences. 

For the subset of 30 RCTs, two reviewers from each of the four EPCs were involved in 

applying the ROB tool and reaching consensus for each study. The reviewers had the following 

backgrounds: PhD (n=4), MD (n=1), PhD students with completed master‟s degrees (n=2), MD 

and Master‟s degree (n=1), and Master‟s degree (n=1). The length of time they had worked with 

an EPC ranged from 2 to 10 years. Six reviewers had formal training in SRs. 

 

Description of sample: We included 154 RCTs. The majority of trials were published in 

specialty medical journals (87.7 percent). The median impact factor of the journal was 2.9 

(interquartile range [IQR] 1.8, 5.1) and the mean number of authors was 6.8 (standard deviation 

3.3). The country represented most frequently was the United States (31.8 percent). 

Approximately 70 percent of trials declared a funding source with industry (27.3 percent) and 

government (26.0 percent) sources most frequent. 

The design of the majority of trials was parallel (81.8 percent), efficacy/superiority (84.4 

percent) with individuals as the unit of randomization (95.5 percent). Just over half of the trials 

examined drug interventions (53.3 percent), with behavioral/psychological (11.0 percent) and 

surgical (11.7 percent) interventions commonly represented. The median sample size was 63 

(IQR 39, 123).  

A wide range of diagnostic categories was represented. These were classified into Aging; 

Cancer Research; Circulatory and Respiratory Health; Gender and Health; Genetics; Health 

Services and Policy Research; Human Development, Child and Youth Health; Infection and 

Immunity; Musculoskeletal Health and Arthritis; Neurosciences, Mental Health and Addiction; 

Nutrition, Metabolism and Diabetes; and Population and Public Health. The most frequently 

represented categories were Circulatory and Respiratory Health (18.2 percent), Nutrition, 

Metabolism and Diabetes (17.5 percent), and Musculoskeletal Health and Arthritis (14.9 

percent). The primary outcomes were objective in 48.1 percent of trials and subjective in 51.9 

percent. Source of outcome assessment was primarily by clinician (35.1 percent), laboratory 

measure (23.4 percent), or self-report (23.4 percent). 
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The vast majority of trials had overall risk of bias assessments of high (46.8 percent) or 

unclear (52.6 percent) with only one trial assessed as low risk of bias overall (0.7 percent). Table 

ES-2 provides details on the risk of bias assessments for the individual domains. The domains 

that were most frequently rated as low risk of bias were sequence generation (54.6 percent), 

missing outcome data (63.6 percent), and selective reporting (77.3 percent). The remaining 

domains were most frequently assessed as unclear: allocation concealment (77.3 percent), 

blinding (48.7 percent), and “other sources of bias” (55.8 percent). These results should be 

interpreted with caution given the low level of agreement between reviewers (Table ES-3). 

We explored study-level variables and their association with domain-specific and overall risk 

of bias. Sequence generation was influenced by the nature of the outcome (objective outcomes 

showed higher risk of bias, p=0.01) and study design (parallel showed lower risk of bias, 

p=0.02). Allocation concealment was also influenced by the nature of the outcome with objective 

outcomes having higher risk of bias (p=0.0007). Blinding was influenced by nature of the 

intervention with pharmaceutical interventions having lower risk of bias (p=0.01). Selective 

outcome reporting was associated with the nature of the intervention (surgical trials showed 

higher risk of bias, p=0.002) and funding (industry support had higher risk of bias, p=0.04). 

“Other sources of bias” was associated with funding with industry funding showing higher risk 

of bias (p<0.0001). Overall risk of bias was also associated with funding with industry funding 

showing higher risk of bias (p<0.0001). Of note, “other sources of bias” incorporates several 

considerations including “inappropriate influence of the study sponsor” (i.e., the extent and 

nature of involvement of the study sponsor and whether this would likely lead to biased results) 

which is different from source of funding (i.e., whether the study was funded by industry). 

 
Table ES-2. Risk of bias assessments by domain* (N=154) 

Domain Risk of bias assessments – n (%) 

 High Unclear Low 

Sequence generation 0 (0.0) 70 (45.5) 84 (54.6) 

Allocation concealment 2 (1.3) 119 (77.3) 33 (21.4) 

Blinding 21 (13.6) 75 (48.7) 58 (37.7) 

Incomplete data 29 (18.8) 27 (17.5) 98 (63.6) 

Selective reporting 16 (10.4) 19 (12.3) 119 (77.3) 

Other sources of bias 33 (21.4) 86 (55.8) 35 (22.7) 

Overall risk of bias 72 (46.8) 81 (52.6) 1 (0.7) 

* The risk of bias assessments presented here are based on consensus between two reviewers. 

 

Inter-rater reliability: Inter-rater reliability for the RCTs is presented by domain in Table ES-

3. Sequence generation had the highest level of agreement, which was considered substantial. 

Reliability for the remaining domains was fair. 

A random sample of 30 studies was selected to compare consensus assessments across pairs 

of reviewers from the four participating EPCs. The results of the inter-EPC reliability are 

detailed in Table ES-3. There was moderate agreement for sequence generation, fair agreement 

for allocation concealment and “other sources of bias,” and slight agreement for the remaining 

domains and overall risk of bias. 

 
Table ES-3. Inter-rater reliability on Risk of Bias assessments, by domain  

 Between 2 reviewers (n=154) Between pairs of reviewers (n=30) 

Domain 
Agreement 

(weighted ) 
Interpretation (

3
) Agreement ( ) Interpretation (

3
) 

Sequence generation 0.79 Substantial 0.60 Moderate 
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Allocation concealment 0.24 Fair 0.37 Fair 

Blinding 0.33 Fair 0.09 Slight 

Incomplete data 0.34 Fair 0.05 Slight 

Selective reporting 0.27 Fair 0.08 Slight 

Other sources of bias 0.24 Fair 0.27 Fair 

Overall risk of bias 0.26 Fair 0.10 Slight 

 

We assessed whether important study-level variables influenced inter-rater reliability. 

Assessments for sequence generation and incomplete outcome data were not influenced by any 

variable. For allocation concealment, inter-rater agreement was better for trials with parallel 

(0.32, fair) versus other designs (-0.07, poor) (p=0.0002) and for those without (0.38, fair) versus 

with (-0.10, poor) industry funding (p=0.03). In terms of blinding, inter-rater agreement was 

better for objective (0.54, moderate) versus subjective (0.18, slight) outcomes (p=0.02), and trials 

with other (0.77, substantial) versus parallel (0.27, fair) designs (p=0.0004). For selective 

outcome reporting, inter-rater agreement was greater for trials with hypotheses of 

efficacy/superiority (0.38, fair) versus others (e.g., equivalence, non-inferiority; -0.31, poor) 

(p<0.0001). For “other sources of bias,” inter-rater agreement was better for trials examining 

pharmacological (0.38, fair) versus nonpharmacological (-0.06, poor) interventions (p=0.02), and 

subjective (0.45, moderate) versus objective (0.09, slight) outcomes (p=0.04).  

 

Validity: No statistically significant differences were found in ES across the domain-specific 

and overall risk of bias categories. In five of the seven cases, studies in the high risk of bias 

category had average ES greater than studies that were low risk of bias. The exceptions were 

allocation concealment and “other sources of bias.” In six of the seven cases, studies at unclear 

risk of bias had average ES greater than studies at low risk of bias; in the remaining case 

(incomplete outcome data) the ES were the same. There was no impact when controlling for 

study-level factors (i.e., no statistically significant differences were found). 

Newcastle-Ottawa Scale and Cohort Studies 

Description of Reviewers: Sixteen reviewers from the xx EPC and the xx EPC assessed the 

studies using the NOS. Individuals had varying levels of relevant training, experience with 

systematic reviews in general, and experience with EPC work specifically. The length of time 

they had worked with their respective EPC ranged from 4 months to 10 years. Thirteen reviewers 

had formal training in systematic reviews. Four reviewers had a doctoral degree; 10 reviewers 

had a master‟s degree; 1 reviewer had a medical degree and master‟s degree; and 1 reviewer had 

an undergraduate degree. 

 

Description of Sample: The 131 cohort studies were taken from 8 meta-analyses which covered 

a variety of topics: breastfeeding and asthma (n=10 studies); impaired glucose tolerance and 

diabetes mellitus (n=17); cardiac resynchronization therapy and all-cause mortality (n=11); drug-

resistant tuberculosis and positive treatment outcome (n=17); statins and mortality from severe 

infections and sepsis (n=20); red meat intake and prostate cancer (n=15); overweight and obesity 

and preterm birth before 37 weeks (n=38); and antenatal depression and preterm birth (n=20). 

 

Inter-rater reliability: Inter-rater reliability for the 131 cohort studies is presented by domain in 

Table ES-4. The item “was the followup long enough for the outcome to occur” had the highest 

level of agreement which was considered substantial. Reliability was moderate for ascertainment 
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of exposure and ascertainment of outcome. Reliability was fair for representativeness of the 

cohort, and slight for comparability of cohorts and adequacy of followup of cohorts. Selection of 

the non-exposed cohort and demonstration that the outcome was not present at the outset of the 

study had poor reliability. Reliability for the overall score (total number of stars) was fair. 

 
Table ES-4. Inter-rater reliability on NOS assessments, by domain  

Domain 
Agreement  

( )* 
Interpretation

3
 

Representativeness of the exposed cohort 0.23 Fair 

Selection of the non-exposed cohort -0.03 Poor 

Ascertainment of exposure 0.43 Moderate 

Demonstration that the outcome was not 
present at outset of study 

-0.06 Poor 

Comparability 0.18 Slight 

Assessment of outcome 0.49 Moderate 

Length of follow-up sufficient 0.68 Substantial 

Adequacy of participant followup 0.29 Fair 

Total stars 0.29* Fair 

NA=not applicable 
* We used a weighted kappa for the total score as it assumes some ordinality in the assessment; other kappas are 
not weighted, i.e., Cohen’s kappa.  

 

Validity: We found no association between individual NOS items or overall NOS score and 

effect estimates. 

Summary and Discussion 

Summary Points 

Risk of Bias Tool and Randomized Controlled Trials: 

 Inter-rater reliability between reviewers was fair for all domains except sequence 

generation, which was substantial. 

 Inter-rater reliability between pairs of reviewers was moderate for sequence 

generation, fair for allocation concealment and “other sources of bias,” and slight for 

the remaining domains. 

 Low agreement between reviewers suggests the need for more specific guidance 

regarding interpretation and application of the ROB tool or possibly re-phrasing of 

items for clarity. 

 Examination of study-level variables and their association with inter-rater agreement 

identified areas that require specific guidance in applying the ROB tool. For example, 

nature of the outcome (objective vs. subjective), study design (parallel vs. other), and 

trial hypothesis (efficacy/superiority vs. other). 

 Low agreement between pairs of reviewers indicates the potential for inconsistent 

application and interpretation of the ROB tool across different groups and systematic 

reviews. 

 Most RCTs in the sample were assessed as high or unclear risk of bias for many 

domains. This raises concerns about the methodological rigor of trials in general, and 

the ability of the ROB tool to detect differences across trials that may be associated 

with biases in estimates of treatment effects. 
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 No statistically significant differences were found in ES across high, unclear, and low 

risk of bias categories; however, trends consistently showed greater effect estimates 

for studies at high or unclear risk of bias. 

Newcastle-Ottawa Scale and Cohort Studies: 

 Inter-rater reliability between reviewers ranged from poor to substantial, but was poor 

or fair for the majority of domains. 

 No association was found between individual quality domains and measures of 

association. 

Discussion 

Risk of Bias Tool and Randomized Controlled Trials: We found that inter-rater reliability 

between reviewers was low for all but one domain in the ROB tool. These findings are similar to 

results of previous research.
9
 The sample of trials used in this study was not part of a systematic 

review, rather they were trials randomly selected from a larger pool. Hence, the trials covered a 

wide range of topics. This may have contributed to some of the low agreement as reviewers had 

to consider different nuances for each trial. Previous research has demonstrated greater 

agreement within the context of a systematic review where all trials examined the same 

interventions in similar populations.
10

 Nevertheless, the low agreement raises concerns, and 

points to the need for clear and detailed guidance in terms of applying the ROB tool. One of the 

unique contributions of the present study was the analysis of inter-rater reliability controlling for 

study-level variables. This provides some direction for where more specific guidance may be 

beneficial. For instance, agreement was considerably lower for: allocation concealment when 

trials did not have a parallel design; blinding when the nature of the outcome was subjective; 

selective outcome reporting when the trial hypothesis was not one of efficacy/superiority; and 

“other sources of bias” for nonpharmacological interventions and when the outcome was 

subjective. In summary, agreement may be better in classic parallel trials of pharmacological 

interventions, whereas trials with different design features (e.g., crossover) or hypotheses (e.g., 

equivalence, non-inferiority), and those examining nonpharmacological interventions appear to 

introduce more ambiguity for risk of bias assessments. 

Another unique contribution of the present study was the examination of the consensus 

ratings across pairs of reviewers. These ratings should be free of individual rater errors and bias 

given that these are combined ratings with disagreements resolved. Further, this is a more 

meaningful measure of agreement (as opposed to reliability between two reviewers), as these 

ratings are the ones reported in systematic reviews. In this study, the pairs of reviewers were 

from four different centers, each with a long history of producing systematic reviews. The 

agreement across the pairs of reviewers was generally lower than the agreement between 

reviewers. This raises concerns about the variability in interpreting and applying the ROB tool 

that can occur across different groups and across systematic reviews. It also raises questions 

regarding the credibility of the risk of bias assessments within any given systematic review. 

Overall risk of bias was high or unclear in 99 percent of the studies used for this research. 

This is consistent with other studies where the vast majority of trials have studies assessed as 

high or unclear risk of bias overall. This raises the question of whether all these trials are in fact 

substantially flawed or whether the ROB tool is overly punitive. If the vast majority of trials are 

assessed as high or unclear risk of bias, the ROB tool may not be sensitive to differences in 
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methodology that might explain variation in treatment effect estimates across studies (e.g., study 

methodology as a potential explanation for heterogeneity in meta-analyses). Questions also arise 

regarding whether poor assessments are a result of inadequate or unclear reporting at the trial 

level. While the focus of the ROB tool is intended to be on methods rather than reporting, 

reviewers regularly indicate that they rely on the trial reporting to make their assessments. Even 

within recent samples of trials that were published after the emergence and widespread 

dissemination of reporting guidelines, we see high proportions assessed as high or unclear risk of 

bias. The risk of bias assessments were less severe within the individual domains. However, for 

the current sample most trials were assessed as high or unclear risk of bias for three of the six 

domains, including allocation concealment, blinding, and “other sources of bias.” These findings 

may be beneficial for developers and promoters of reporting guidelines, as well as for 

researchers who are reporting randomized trials.  

We found no statistically significant association between effect estimates and risk of bias 

assessments. The main explanations for this finding are that either there is no association, or 

more likely, there was insufficient power to detect differences. One of the factors contributing to 

low power was the small number of studies within certain domains in the low risk of bias 

category. This was particularly the case for overall risk of bias as there was only one study in the 

low category. However, the trend was evident in that the studies at high and unclear risk of bias 

overall had substantially greater treatment ES (ES=0.94 and 0.85, respectively vs. 0.31). The 

trend for five of the seven domains (including overall risk of bias) was for greater treatment 

effect estimates for studies at high risk of bias compared to low risk of bias. Further, in all but 

one domain, studies at unclear risk of bias had greater treatment effect estimates than studies at 

low risk of bias, although this was not statistically significant. This finding is important in 

interpreting evidence: when risk of bias is unclear, estimates are likely to be overestimating 

treatment effects.   

 

Newcastle-Ottawa Scale and Cohort Studies: This is the first study to our knowledge that has 

examined inter-rater reliability and construct validity of the NOS. We found a wide range in the 

degree of agreement across the domains of the NOS, ranging from slight to substantial. The 

domain with substantial agreement was not surprising. This domain asked “was the followup 

long enough for the outcome to occur?” A priori we asked clinical experts to provide the 

minimum length of followup for each review question. Thus, the assessors had very specific 

guidance for this item. The agreement for ascertainment of exposure and assessment of outcome 

was moderate, suggesting that the wording and response options are reasonable. The remaining 

items had poor, slight, or fair agreement. 

In general, the reviewers found the tool difficult to use and found the decision rules vague 

even with the additional information we provided as part of this study. General points that arose 

were whether to assess each study based on the individual report, or as it related to the systematic 

review question – for example, a cohort study might have reported/assessed comparability 

between exposed and nonexposed that it was designed to investigate, but also reported 

(subgroup) outcome data, without reporting corresponding baseline comparability data, by 

presence or absence of a covariate determining exposure and nonexpsoure for the meta-analysis 

of interest. Similarly, there was uncertainty about whether to base assessments on the 

information contained in the specific study report, or whether to incorporate information from 

other reports of the same study. 
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Response options on the NOS caused discordance among reviewers. They found it difficult 

to determine the difference between some response options (e.g., “truly” vs. “somewhat” 

representative study population). Furthermore, the importance of the distinction between certain 

categories was unclear.  In some domains multiple responses garnered a star (i.e., a point in the 

overall score), hence there was no difference in the final score. Reviewers experienced difficulty 

in interpreting the terminology (e.g., “selected” population) and in some cases the differences 

between categories were difficult to distinguish (e.g., “structured interview” vs. “written self-

report”). 

 Reviewers also expressed uncertainty regarding the item assessing comparability, unsure 

whether to indicate that the study controlled for a given confounder if it was not included in the 

final model due to lack of significance in preliminary analyses. Reviewers expressed uncertainty 

regarding what some of the domains actually measured (e.g., selection bias vs. applicability). 

Further, some concerns were raised that the response categories within a domain measured 

different constructs. 

Reviewers commented that they would have liked “unclear” or “no description” options for 

some of the items. 

We found no association between NOS items and the measures of association using meta-

epidemiological methods that control for heterogeneity due to condition and intervention. 

Moreover, we saw no trends suggesting an association between magnitude of association and 

quality.  

Implications for Practice 
The findings of this research have critical implications for practice and the interpretation of 

evidence. The low level of agreement between reviewers and pairs of reviewers puts into 

question the credibility or validity of risk of bias/quality assessments made with the ROB tool 

and the NOS within any given systematic review. Moreover, in measurement theory, reliability is 

a necessary condition for validity (i.e., without being reliable a test cannot be valid). Systematic 

reviewers are urged to incorporate considerations of risk of bias/quality into their results. 

Furthermore, integration of the GRADE tool into systematic reviews necessitates the 

consideration of risk of bias/quality assessments in rating the strength of evidence and ultimately 

recommendations for practice. The results and their interpretation in a systematic review will be 

misleading if they are based on flawed assessments of risk of bias/quality. Moreover, variability 

across reviewers and review groups may produce arbitrary results.  

There is an urgent need for more detailed guidance to apply these tools. In the meantime, 

reviewers and review teams need to be aware of the limitations of existing tools. Detailed 

guidelines, decision rules, and transparency are needed so that readers and end-users of 

systematic reviews can see how the tools were applied. Further, pilot testing and development of 

review-specific guidelines and decision rules should be mandatory and reported in detail. 

This study provides some evidence of association (or trends) between risk of bias domains of 

the ROB tool and estimates of treatment effect, which corroborates previous findings. The results 

confirm that the tool is doing what it is intended to do, i.e., identifying studies that may yield less 

reliable estimates of treatment effects. We did not find similar evidence for the NOS. Further, the 

NOS in its current form does not appear to provide reliable quality assessments and requires 

further development and more detailed guidance. The NOS was previously endorsed by The 

Cochrane Collaboration; however, more recently the Collaboration has proposed a modified 

ROB tool to be used for nonrandomized studies. A new tool developed through the EPC Program 
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for quality assessment of nonrandomized studies offers another alternative. These tools warrant 

further evaluation. 

Future Research 
There is a dire need for more detailed guidelines to apply both the ROB and NOS tools, as 

well as revisions to the tools to enhance clarity. We have identified specific trial features for 

which clearer guidance is needed. A living database that collects examples of risk of 

bias/assessments and consensus from a group of experts would be a valuable contribution to this 

field. Individual review teams and research groups should be encouraged to begin identifying 

examples and these could be compiled across programs (e.g., the EPC Program) and entities 

(e.g., The Cochrane Bias Methods Group), and made widely accessible. We have identified 

specific problems with application and interpretation of the NOS tool. Further revisions and 

guidance are needed to support the continued use of NOS in systematic reviews. Investment in 

further reliability and validity testing of other tools is warranted (e.g., Cochrane ROB tool for 

nonrandomized studies, EPC quality assessment tool). Finally, consensus in this field is needed 

in terms of the threshold for inter-rater reliability of a measurement before it can be used for any 

purpose, even descriptive purposes (i.e., describing the risk of bias or quality of a set of studies).  

Strengths and Limitations 
This is one of few studies examining the reliability and validity of the ROB tool. It is the first 

to our knowledge that examines reliability between the consensus assessments of pairs of 

reviewers. Further, it is the first study to provide empirical evidence on study-level variables that 

may impact reliability of ROB assessments. This is the first study to our knowledge to examine 

the reliability and validity of the NOS. 

The main limitation of the research is that the sample sizes (154 RCTs, 131 cohort studies) 

may not have provided sufficient power to detect statistically significant differences in effect 

estimates according to risk of bias/quality. We observed trends for RCTs, with larger effect 

estimates for studies at high or unclear versus low risk of bias. We found no significant 

associations between quality and measures of association within the cohort studies, which could 

be attributable to low power. Furthermore, we did not find any discernable trends. We 

specifically selected meta-analyses with substantial heterogeneity in order to optimize our 

potential to see whether quality as assessed with the NOS might explain variations in measures 

of association. 

We involved a number of reviewers with different levels of training, type of training, and 

extent of experience in quality assessment and systematic reviews. Some of the variability or low 

agreement may be attributable to characteristics of the reviewers. Nevertheless, all reviewers had 

previous experience in systematic reviews and quality assessments, and likely represent the 

range of individuals that would typically be involved in these activities within a systematic 

review. 

A final caveat to note is that the ROB tool has undergone some revisions since we initiated 

the study. These are detailed in the most recent version of the Cochrane Handbook but were not 

incorporated into our research. The changes affected primarily the blinding and the “other 

sources of bias” domains. This does not impact the general findings from our research; however, 

further testing with the modified tool is warranted. 
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Conclusions 
More specific guidance is needed to apply and interpret risk of bias/quality tools. We 

identified a number of study-level factors that influence agreement. This information provides 

direction for more detailed guidance. Low agreement across pairs of reviewers raises questions 

about the credibility of risk of bias assessments in any given systematic review. This has 

implications for incorporation of risk of bias into results and grading the strength of evidence. 

There was variable agreement across items in the NOS. This finding, combined with a lack of 

evidence that it discriminates studies that may provide biased results, challenges its suitability for 

use in systematic reviews.
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Introduction 

Quality and Risk of Bias Assessment in Systematic Reviews 
The internal validity of a study reflects the extent to which the design and conduct of the 

study have prevented bias(es).
11

 One of the key steps in a systematic review is assessment of a 

study‟s internal validity, or potential for bias. This assessment serves to: 1) identify the strengths 

and limitations of the included studies; 2) investigate, and potentially explain heterogeneity in 

findings across different studies included in a systematic review; and 3) grade the strength of 

evidence for a given question. 

With the increase in the number of published systematic reviews
12

 and development of 

systematic review methodology over the past 15 years,
11

 close attention has been paid to the 

methods for assessing internal validity. Until recently this has been referred to as “quality 

assessment” or “assessment of methodological quality.”
11

 In this context “quality” refers to “the 

confidence that the trial design, conduct, and analysis has minimized or avoided biases in its 

treatment comparisons.”
13

 To facilitate the assessment of methodological quality, a plethora of 

tools has emerged.
13-16

 Some of these tools were developed for specific study designs (e.g., 

randomized controlled trials (RCTs), cohort studies, case-control studies), while others were 

intended to be applied to a range of designs. The tools often incorporate characteristics that may 

be associated with bias; however, many tools also contain elements related to reporting (e.g., was 

the study population described) and design (e.g., was a sample size calculation performed) that 

are not related to bias.
11

 The Cochrane Collaboration recently developed a new tool to assess the 

potential risk of bias in RCTs. The Risk of Bias (ROB) tool
11

 was developed to address some of 

the shortcomings of existing quality assessment instruments, including over-reliance on reporting 

rather than methods. 

While there are numerous tools to assess methodological quality, or risk of bias of primary 

studies,
11,16,17

 few have undergone extensive inter-rater reliability or validity testing. Moreover, 

the focus of much of the tool development or testing that has been done has been on criterion or 

face validity.
11,16,17

 Therefore it is unknown whether, or to what extent, the summary assessments 

based on these tools differentiate between studies with biased and unbiased results (i.e., studies 

that may over- or underestimate treatment effects). 

There is a clear need for inter-rater reliability testing of different tools in order to enhance 

consistency in their application and interpretation across different systematic reviews. Further, 

validity testing is essential to ensure that the tools being used can identify studies with biased 

results. Finally, there is a need to determine inter-rater reliability and validity in order to support 

the uptake and use of individual tools that are recommended by the systematic review 

community, and specifically the ROB tool within the Evidence-based Practice Center (EPC) 

Program. 

In this project we focused on two tools that are commonly used in systematic reviews. The 

Cochrane ROB tool was designed for RCTs and is the instrument recommended by The 

Cochrane Collaboration for use in systematic reviews of RCTs. The Newcastle-Ottawa Scale is 

commonly used for nonrandomized studies, specifically cohort and case-control studies. It has 

also been endorsed for use in systematic reviews of nonrandomized studies by The Cochrane 

Collaboration. In the sections that follow we describe these tools, their development, and any 

testing that has occurred. 
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The Cochrane Risk of Bias Tool 

The Cochrane Collaboration released a new tool in 2008 to assess the potential risk of bias in 

RCTs.
11

 The original ROB tool was based on six domains: sequence generation, allocation 

concealment, blinding, incomplete outcome data, selective outcome reporting, and “other sources 

of bias” (e.g., design-specific risks of bias; early stopping for benefit; severe baseline 

imbalances; inappropriate influence of funders). The developers of the tool aimed to distinguish 

between actual methods of conducting the trials versus reporting. Furthermore, the choice of 

components for inclusion in the tool was based on empirical evidence demonstrating their 

association with effect estimates. There is a growing body of evidence from methodological 

studies, and meta-epidemiological studies in particular, to quantify the extent to which different 

characteristics of a trial exaggerate treatment effects. Empirical evidence exists for the following 

characteristics: sequence generation; allocation concealment; blinding; incomplete outcome 

reporting; selective outcome reporting; and, inappropriate influence of the funder.
2
 In 2011, The 

Cochrane Collaboration released a new version of the ROB tool which incorporated 

modifications based on user testing and feedback.
2
 

Researchers at the University of Alberta Evidence-based Practice Center (UAEPC) evaluated 

the original Cochrane ROB tool in a sample of trials with a number of treatment conditions and 

showed that inter-rater agreement ranged from slight to substantial across the different domains, 

with the overall risk of bias assessment having „fair‟ agreement.
9
 The authors further showed that 

treatment effect sizes (ES) differed: studies at high or unclear risk of bias reported significantly 

greater treatment effects (ES=0.52) than those at low risk of bias (ES=0.23). The authors 

identified sources of discrepancy and made recommendations in order to enhance the degree of 

consistency of the ROB tool. One of the stated limitations of this research was that the sample to 

which the tool was applied included only trials in children, the results of which may not be 

generalizable to trials conducted in other populations. A subsequent study by the same 

researchers showed improved inter-rater agreement on ROB assessments within the context of a 

systematic review.
10

 The authors suggested that the improved agreement may have resulted from 

review-specific guidelines and pilot-testing. No important patterns appeared in analyses 

comparing effect estimates and risk of bias; however, the ES were very homogeneous across the 

studies and there were very few studies in the sample that were at low risk of bias. This may 

have led to inadequate power to detect differences.  

The Newcastle-Ottawa Scale 

The Newcastle-Ottawa Scale (NOS) is a quality assessment tool for use on nonrandomized 

studies included in systematic reviews, specifically cohort and case-control studies. The tool was 

produced by the combined efforts of the Universities of Newcastle, Australia and Ottawa, 

Canada
18

 and was first reported at the 3
rd

 Symposium for Systematic Reviews in Oxford, UK in 

2000.
19 

Separate assessment criteria are available for case-control and cohort studies, and 

evaluate: the selection of participants, comparability of study groups, and the ascertainment of 

exposure (case-control studies) or outcome of interest (cohort studies). A star rating system is 

used to indicate the quality of a study, with a maximum assessment of nine stars.
19

 Each criterion 

receives a single star if appropriate methods have been reported. The selection domain is 

subdivided to evaluate the selection of the exposed and non-exposed cohorts, the ascertainment 

of exposure, and whether the study demonstrated that the outcome of interest was not present at 

the start of the study. Comparability is the only category that may receive two stars: one if the 

most important confounders have been adjusted for in the analysis, and a second star if any other 
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adjustments were made. Outcome of interest is made up of three questions: the appropriateness 

of the methods used to evaluate the outcome, the length of followup, and the degree of the loss to 

followup.
18

 

The developers of the NOS have examined face and criterion validity, inter-rater reliability, 

and evaluator burden for the NOS. Face validity has been evaluated as strong by comparing each 

individual assessment item to their stem question. Criterion validity has shown a strong 

agreement with the Downs and Black assessment tool
20

 on a series of 10 cohort studies 

evaluating hormone replacement therapy in breast cancer, with an intra-class correlation (ICC) of 

0.88. Inter-rater reliability for the NOS on cohort studies was high with an ICC of 0.94. 

Evaluator burden, as assessed by the time required to complete the NOS evaluation, was shown 

to take significantly less time than the Downs and Black tool (p<0.001).
21

 The authors state that 

further assessment of the construct validity and the relationship between the external criterion of 

the NOS and its internal structures are under consideration.
18 

These studies have been presented 

as abstracts; at present no peer reviewed articles have been published investigating the 

psychometric properties of the NOS. 

Goal and Objective 
We undertook this project to assess the reliability and validity of the two tools described 

above. We were interested in the reliability of risk of bias/quality assessments across individual 

raters, and between consensus agreements of individual raters. This work is directly relevant to 

the methods and interpretation of data in comparative effectiveness reviews and other evidence 

reports produced through the AHRQ Effective Health Care (EHC) Program. This project was 

done in collaboration with the xx EPC, xx EPC, and xx EPC. 

The specific objectives were: 

1. To assess the reliability of the Cochrane ROB tool for RCTs and the NOS for cohort 

studies between individual raters and, for the ROB tool, between the consensus 

agreements of individual raters (i.e., comparing consensus agreements across four 

EPCs). 

2. To assess the validity of the Cochrane ROB tool and NOS by using empirical 

evidence of inverse association between risk of bias or study quality and ES as a 

construct for validity. 

3. To examine the impact of study-level factors (e.g., outcomes, interventions, and 

conditions) on scale reliability and validity. 
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Methods 

Steering Committee 
A steering committee provided direction to the individual components of the project. The 

committee provided a similar function as the technical expert panel in evidence reports.  

Members of the Steering Committee are listed in Appendix A. 

General Approach 
We developed a protocol that detailed our methods prior to the start of the study. The 

protocol was reviewed by the Steering Committee and approved by AHRQ.   
We proposed two different statistical approaches to assess validity against the treatment 

effect size (ES), which we consider as construct validity. The first approach is based on effect 

estimates from primary studies, while the second was a meta-epidemiologic approach which 

controls for confounding and heterogeneity due to study-level factors (e.g., methodology, 

outcomes, interventions/exposures, and conditions).  

Risk of Bias and Randomized Controlled Trials 

Study Selection 

A sample of 154 recently conducted RCTs involving adults was randomly selected from a 

convenience sample of 616 trials published in December 2006. These trials were previously 

examined for quality of reporting by Hopewell and colleagues (Appendix B).
1
 We chose this 

sample as it presented several advantages including efficiencies in sample identification, as well 

as the potential for validation of assessments for key variables by comparing them with those of 

another independent study team.  

Conducting sample size calculations for a meta-analysis is challenging and cannot be 

determined using standard approaches to sample size calculations done for other research 

designs, such as RCTs. There are a number of parameters required for sample size calculations 

that are presently unknown for research of this nature. Therefore, we used a pragmatic approach 

to determine sample size. This was based on previous studies in this area, input from the Steering 

Committee, and the availability of resources and timelines. We chose to select a 25 percent 

random sample of the 616 trials described above.  

Risk of Bias Assessments 

The ROB tool was applied to each study independently by two reviewers who had training 

and experience with the tool. A pool of reviewers was assembled from staff at the xx EPC and xx 

EPC. To assess reliability between consensus agreements, we used a subset of 30 trials. Two 

reviewers at each of the four collaborating EPCs independently assessed risk of bias and reached 

consensus (xx EPC, xx EPC, xx EPC, xx EPC). Table 1 provides an overview of the number of 

reviewers and number of studies for each component of this study. 

All reviewers involved in the project pilot tested the ROB tool. We applied the tool to five 

trials and met by teleconference to discuss any disagreements in general interpretation of the 

tool. Decision rules were developed to accompany the guidance for applying the tool that is 

publicly available in the Cochrane Handbook (Appendix C).
11

 It should be noted that the ROB 
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tool has been slightly modified since we started this project in 2010 and new guidelines are 

available.
2
 In this project we used the original ROB tool. We planned for pilot testing of an 

additional sample of five trials if there was substantial disagreement. This was not deemed 

necessary after the initial pilot testing phase. 

 
Table 1. Overview of study components 

Study component Number of reviewers Number of studies 

Assess reliability between individual reviewers 
applying the Risk of Bias tool 

2 reviewers/study  
12 reviewers at 2 EPCs 

154 RCTs 

Assess reliability between consensus agreements of 
two individual reviewers applying the Risk of Bias tool 

2 reviewers/study with 
consensus 

9 reviewers at 4 EPCs 

30 RCTs 

Assess reliability between individual reviewers 
applying the Newcastle Ottawa Scale 

2 reviewers/study 
16 reviewers at 2 EPCs 

131 cohort studies 

EPC=Evidence-based Practice Center; RCT=randomized controlled trial 

Data Extraction 

For each trial, the primary outcome was identified and the data necessary to calculate effect 

estimates were extracted. Several characteristics of the trial that may also be related to risk of 

bias/quality were extracted, including study type (efficacy, equivalence), study design (parallel, 

crossover), the condition being treated, nature of the intervention (pharmacological, 

nonpharmacological), treatment mode (flexible dose vs. fixed dose), treatment duration, type of 

outcome (subjective, objective), baseline mean difference between study groups for continuous 

outcomes, the impact of the intervention (treatment ES), variance in ES, sample size, and 

funding source (Appendix D). This list of variables was compiled prior to commencing data 

extraction with input from the Steering Committee.  

Data extraction for each study was completed at the xx EPC by a single reviewer. A 10 

percent random sample of trials with extracted data, including 10 percent of the trials assessed by 

each reviewer, was checked by a second reviewer. We planned to check an additional 10 percent 

if there were important or consistent errors, inaccuracies, or omissions. This was not deemed 

necessary, as there were few errors found. 

Data Analysis 

Reliability of the ROB tool. For the entire sample of trials, inter-rater agreement between two 

reviewers was calculated for each domain using weighted kappa statistics. Agreement was 

categorized as poor, slight, fair, moderate, substantial, or almost perfect using accepted 

approaches (Table 2).
3
 The individual kappa statistics for each ROB item are presented and 

summarized. For the subset of 30 studies, agreement for consensus assessments across pairs of 

reviewers was assessed using unweighted kappa statistics (i.e., the consensus assessments were 

compared across the pairs of reviewers from four EPCs). 

 
Table 2. Interpretation of Fleiss’ kappa (κ) (from Landis and Koch 1977)

3
 

Κ Interpretation 

<0 Poor agreement 

0.0-0.20 Slight agreement 

 0.21-0.40 Fair agreement 

 0.41-0.60 Moderate agreement 

 0.61-0.80 Substantial agreement 

0.81-1.0 Almost perfect agreement 
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Validity of the ROB tool. Since there is no gold standard against which the validity of the ROB 

assessments can be made, the empirically shown inverse association between the ES and the 

study quality based on ROB assessments was taken as construct validity. 

For each RCT we calculated an ES for the primary outcome. ES were calculated using 

Cohen‟s d for continuous outcomes. Odds ratios were calculated for dichotomous outcomes and 

converted into ES using a method developed by Hasselblad and Hedges.
4
 The ES from all RCTs 

were then combined using a random effects model.
5
 We compared the pooled ES for the high, 

unclear, and low risk of bias categories for each of the six domains and overall risk of bias. The 

differences were compared statistically using Kruskall-Wallis and Spearman tests.
 

The effect of specific covariates on risk of bias was analyzed using a logistic regression. We 

also tested these covariates for their effect on the association between risk of bias and ES in a 

subgroup analysis. The covariates examined were intervention type (pharmacological or 

nonpharmacological), nature of the intervention (behavioral/psychological, device, drug, natural 

health product, surgical, vaccine, other), study design (parallel vs. other), funding source 

(industry vs. other), type of trial (efficacy/superiority vs. other), and nature of outcome 

(subjective or objective). 

Newcastle-Ottawa Scale and Cohort Studies 

Study Selection 

We used an iterative approach to identify a sample of cohort studies based on meta-analyses 

of cohort studies. Initially, we searched completed EPC reports to identify meta-analyses of 

cohort studies. We found 3 EPC reports
22-24

 including 36 cohort studies that met the inclusion 

criteria (see below). We subsequently conducted searches in Medline using search terms to 

capture systematic reviews (meta-analys?s.mp, review.pt and search.tw), cohort studies (exp 

Cohort Studies/, cohort$.tw, (observation$ adj stud$).tw) and meta-analyses (exp meta-analysis/, 

(analysis adj3 (group$ or pool$)).tw, (forest adj plot$).mp). Results were limited to English 

language studies in humans that were published in 2000 or later. We searched by year starting 

with the most recent, and continued until we identified a sufficient number of studies.  

A meta-analysis was considered appropriate to include if it had at least 10 cohort studies, 

assessed a dichotomous outcome, and had substantial statistical heterogeneity (i.e., I
2
>50 

percent). Previous meta-epidemiological research has used a minimum sample size per meta-

analysis of 5 to 10 studies.
6,7

 This ensures that there is a sufficient pool of studies with some 

degree of variability in each meta-analysis in order to test the hypotheses. Some degree of 

heterogeneity is required in order to test whether quality, as assessed by the NOS, can 

differentiate studies with different effect estimates.  

Our target sample size was 125 cohort studies. Initially, 144 cohort studies from 8 meta-

analyses were identified; however, 13 studies were not assessed because they were later 

determined to be the incorrect study design (4 RCT
25-28

; 6 case series/case-controls
29-34

), or they 

could not be retrieved (3
35-37

). Our final sample included 131 cohort studies (Appendix E). 

Quality Assessments 

All studies were independently assessed by two reviewers using the NOS. One reviewer was 

from the xx EPC and one reviewer was from the xx EPC. Discrepancies were resolved through 

discussion to produce consensus assessments for each study. 
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Reviewers pilot tested the NOS on three studies
38-40

 and met by teleconference to discuss any 

disagreements in general interpretation of the tool. Decision rules were developed to accompany 

existing guidance for the NOS (Appendix F and G). A priori we asked clinical experts to provide 

the minimum length of followup for each review question (Appendix G). We planned for pilot 

testing of an additional sample of studies if there was substantial disagreement. This was not 

deemed necessary after the initial pilot testing phase. 

Data Extraction 

The outcomes and data for effect estimates were based on the meta-analysis and checked 

against the primary studies by a single reviewer. The statistician double-checked data that were 

unclear. 

Data Analysis 

Reliability of the NOS. Inter-rater agreement was calculated for each domain and for overall 

quality assessment using weighted or unweighted kappa statistics, as appropriate. Agreement 

was categorized as above.
3
 

 

Validity of the NOS. For the results of the individual meta-analyses, we coded endpoints 

consistently so that the outcome occurrence was undesired (e.g., death vs. survival). Within each 

meta-analysis, we generated a ratio of odds ratio (i.e., odds ratios for studies with and without the 

domain of interest or of high/low quality as assessed by the NOS). To maintain consistency, we 

used odds ratios to summarize all meta-analyses, even if this was not the statistic that was used in 

the original meta-analysis. The ratios of odds ratios for each meta-analysis were combined to 

give an overall estimate of differences in effect estimates using meta-analytic techniques with 

inverse-variance weighting and a random effects model.
8
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Results 

Overview 
The results are presented according to the tools we examined: Risk of Bias (ROB) tool for 

randomized controlled trials (RCTs) and Newcastle-Ottawa Scale (NOS) for cohort studies. 

Within each group we present a description of the reviewers involved in performing assessments, 

a description of the sample of studies assessed, and the results of the reliability and validity 

analyses, respectively. 

Risk of Bias and Randomized Controlled Trials 

Description of Reviewers 

Twelve reviewers from the xx EPC and the xx EPC assessed the RCTs using the ROB tool. 

These individuals had varying levels of relevant training, experience with systematic reviews in 

general, and experience with EPC work specifically. The length of time they had worked with 

their respective EPC ranged from 9 months to 10 years. Ten of the 12 reviewers had formal 

training in systematic reviews (i.e., they had taken a university course or attended a Cochrane 

workshop in systematic reviews). Three of the reviewers had a doctoral degree in epidemiology 

or health/clinical sciences; eight reviewers had a master‟s degree in epidemiology/public health, 

health/clinical sciences, or math/statistics; and one reviewer had an undergraduate degree in 

health sciences. 

For the subset of 30 RCTs, two reviewers from each of the four EPCs were involved in 

applying the ROB tool and reaching consensus for each study. The reviewers had the following 

backgrounds: PhD (n=4), MD (n=1), PhD students with completed master‟s degrees (n=2), MD 

and master‟s degree (n=1), and master‟s degree (n=1). The length of time they had worked with 

an EPC ranged from 2 to 10 years. Six reviewers had formal training in SRs. 

Description of Randomized Controlled Trials 

We included 154 RCTs (Appendix B). Details of the trials overall and by risk of bias 

assessments are provided in Appendix G.  

The majority of trials were published in specialty medical journals (87.7 percent). The 

median impact factor of the journal was 2.9 (interquartile range [IQR] 1.8, 5.1) and the mean 

number of authors was 7 (standard deviation 3.3). The countries represented most frequently 

were the United States (31.8 percent), Italy (8.4 percent), and the United Kingdom (8.4 percent). 

The majority of trials were performed in a single center (74 percent). Approximately 70 percent 

of trials declared a funding source: industry (27.3 percent) and government (26.0 percent) 

sources were most frequent. 

The design of most trials was parallel (81.8 percent), efficacy/superiority (84.4 percent) with 

individuals as the unit of randomization (95.5 percent). Just over half of the trials examined drug 

interventions (53.3 percent), with behavioral/psychological (11.0 percent) and surgical (11.7 

percent) interventions commonly represented. Only 35.7 percent of the trials were placebo-

controlled. The median sample size was 63 (IQR 39, 123).  

A wide range of diagnostic categories was represented (Appendix H). These were classified 

into: Aging; Cancer Research; Circulatory and Respiratory Health; Gender and Health; Genetics; 
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Health Services and Policy Research; Human Development, Child and Youth Health; Infection 

and Immunity; Musculoskeletal Health and Arthritis; Neurosciences, Mental Health, and 

Addiction; Nutrition, Metabolism, and Diabetes; and Population and Public Health. The most 

frequently represented categories were Circulatory and Respiratory Health (18.2 percent), 

Nutrition, Metabolism, and Diabetes (17.5 percent), and Musculoskeletal Health and Arthritis 

(14.9 percent). The primary outcomes were objective in 48.1 percent of trials and subjective in 

51.9 percent. Source of outcome assessment was primarily by clinician (35.1 percent), laboratory 

measure (23.4 percent), or self-report (23.4 percent). 

The vast majority of trials had overall risk of bias assessments of high (46.8 percent) or 

unclear (52.6 percent) with only one trial assessed as low risk of bias (0.7 percent). Table 3 

provides details on the risk of bias assessments for the individual domains. The domains that 

were most frequently rated as low risk of bias were sequence generation (54.6 percent), missing 

outcome data (63.6 percent), and selective reporting (77.3 percent). The remaining domains were 

most frequently assessed as unclear: allocation concealment (77.3 percent), blinding (48.7 

percent), and “other sources of bias” (55.8 percent). These results should be interpreted with 

caution given the low level of agreement between reviewers (Table 4). 

We explored study-level variables and their association with domain-specific and overall risk 

of bias. Sequence generation was influenced by the nature of the outcome (objective outcomes 

showed higher risk of bias, p=0.01) and study design (parallel showed lower risk of bias, 

p=0.02). Allocation concealment was also influenced by the nature of the outcome with objective 

outcomes having higher risk of bias (p=0.0007). Blinding was influenced by nature of the 

intervention with pharmaceutical interventions having lower risk of bias (p=0.01). No variables 

were associated with risk of bias for incomplete data reporting. Selective outcome reporting was 

associated with the nature of the intervention (surgical trials showed higher risk of bias, p=0.002) 

and funding (industry support had higher risk of bias, p=0.04). “Other sources of bias” was 

associated with funding, with industry funding showing higher risk of bias (p<0.0001). Finally, 

overall risk of bias was also associated with funding, with industry funding showing higher risk 

of bias (p<0.0001). Of note, “other sources of bias” incorporates several considerations including 

“inappropriate influence of the study sponsor” (i.e., the extent and nature of involvement of the 

study sponsor and whether this would likely lead to biased results, Appendix C) which is 

different from source of funding (i.e., whether the study was funded by industry). 

 
Table 3. Risk of bias assessments by domain* (N=154) 

Domain Risk of bias assessments – n (%) 

 High Unclear Low 

Sequence generation 0 (0.0) 70 (45.5) 84 (54.6) 

Allocation concealment 2 (1.3) 119 (77.3) 33 (21.4) 

Blinding 21 (13.6) 75 (48.7) 58 (37.7) 

Incomplete data 29 (18.8) 27 (17.5) 98 (63.6) 

Selective reporting 16 (10.4) 19 (12.3) 119 (77.3) 

Other sources of bias 33 (21.4) 86 (55.8) 35 (22.7) 

Overall risk of bias
†
 72 (46.8) 81 (52.6) 1 (0.7) 

* The risk of bias assessments presented here are based on consensus between two reviewers. 

† Items considered in “overall risk of bias” included design-specific risks of bias; early stopping for benefit; severe baseline 

imbalances; inappropriate influence of funders (Appendix C).   
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Inter-rater Reliability 

Inter-rater reliability for the RCTs is presented by domain in Table 4. Sequence generation 

had the highest level of agreement which was considered substantial. Reliability for the 

remaining domains was considered fair. 

 
Table 4. Inter-rater reliability on risk of bias assessments, by domain (N=154) 

Domain Agreement ( weighted ) Interpretation
3
 

Sequence generation 0.79 Substantial 

Allocation concealment 0.24 Fair 

Blinding 0.33 Fair 

Incomplete data 0.34 Fair 

Selective reporting 0.27 Fair 

Other sources of bias 0.24 Fair 

Overall risk of bias 0.26 Fair 

 

We assessed whether important study-level variables influenced inter-rater reliability (Table 

5). Assessments for sequence generation and incomplete outcome data were not influenced by 

any variable. For allocation concealment, inter-rater agreement was better for trials with parallel 

versus other designs (e.g., crossover, factorial), and for those without versus with industry 

funding. In terms of blinding, inter-rater agreement was better for objective versus subjective 

outcomes, and trials with other versus parallel designs. For selective outcome reporting, inter-

rater agreement was greater for trials with hypotheses of efficacy/superiority versus others (e.g., 

equivalence, non-inferiority). For “other sources of bias,” inter-rater agreement was better for 

trials examining pharmacological versus nonpharmacological interventions and subjective versus 

objective outcomes.  
 
Table 5. Inter-rater reliability on risk of bias assessments, by domain and study-level variable  

Variable Risk of bias domain,  (interpretation)* 

 SG AC Blinding Incomplete 
outcome 

data 

SOR Other 

Overall 0.79 (Su) 0.24 (F) 0.33 (F) 0.34 (F) 0.27 (F) 0.24 (F) 

Nature of intervention       

     Pharmacological 0.82 (AP) 0.26 (F) 0.33 (F) 0.36 (F) 0.12 (Sl) 0.38 (F) 

     Nonpharmacological 0.77 (Su) 0.24 (F) 0.37 (F) 0.26 (F) 0.36 (F) -0.06 (P) 

     p-value 0.57 0.94 0.79 0.61 0.25 0.02 

Nature of outcome       

     Objective 0.71 (Su) 0.22 (F) 0.54 (M) 0.33 (F) 0.41 (M) 0.09 (Sl) 

     Subjective 0.88 (AP) 0.27 (F) 0.18 (Sl) 0.32 (F) 0.07 (Sl) 0.45 (M) 

     p-value 0.09 0.81 0.02 0.93 0.09 0.04 

Study design       

     Parallel 0.78 (Su) 0.32 (F) 0.27 (F) 0.32 (F) 0.21 (F) 0.23 (F) 

     Other 0.88 (AP) -0.07 (P) 0.77 (Su) 0.34 (F) 0.46 (M) 0.30 (F) 

     p-value 0.47 0.0002 0.0004 0.94 0.26 0.75 

Trial hypothesis       

     Efficacy/superiority 0.79 (Su) 0.24 (Sl) 0.33 (F) 0.32 (F) 0.38 (F) 0.25 (F) 

     Other 0.81 (AP) 0.29 (F) 0.44 (M) 0.33 (F) -0.31 (P) 0.31 (F) 

     p-value 0.92 0.83 0.64 0.97 <0.0001 0.79 

Funding       

     Industry 0.63 (M) -0.10 (P) 0.52 (M) 0.42 (M) 0.51 (M) 0.39 (F) 

     No industry 0.85 (AP) 0.38 (F) 0.28 (F) 0.29 (F) 0.13 (Sl) 0.21 (F) 

     p-value 0.10 0.03 0.21 0.50 0.09 0.34 
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*AP=almost perfect, Su=substantial, M=moderate, F=fair, Sl=slight, P=poor;  

AC = allocation concealment; SG = sequence generation; SOR = selective outcome reporting 

Inter-consensus Reliability 

A random sample of 30 studies was selected to compare consensus assessments across pairs 

of reviewers from the four participating EPCs. The results of the inter-EPC reliability are 

detailed in Table 6. There was moderate agreement for sequence generation, fair agreement for 

allocation concealment and “other sources of bias,” and slight agreement for the remaining 

domains and overall risk of bias. 

 
Table 6. Inter-rater reliability between pairs of reviewers on risk of bias assessments across 4 
EPCs (N=30) 

Domain Agreement ( ) Interpretation
3
 

Sequence generation 0.60 Moderate 

Allocation concealment 0.37 Fair 

Blinding 0.09 Slight 

Incomplete data 0.05 Slight 

Selective reporting 0.08 Slight 

Other sources of bias 0.27 Fair 

Overall risk of bias 0.10 Slight 

Validity 

Figures 1 to 7 show the effect estimates for studies categorized as high, unclear, and low risk 

of bias. No statistically significant differences were found in effect sizes (ES) across the risk of 

bias categories for the six individual domains or overall risk of bias. In five of the seven cases, 

studies in the high risk of bias category had average ES greater than studies that were low risk of 

bias. The exceptions were allocation concealment and “other sources of bias.” In six of the seven 

cases, studies at unclear risk of bias had average ES greater than studies at low risk of bias; in the 

remaining case (incomplete outcome data) the ES were the same. In four cases, the ES for 

unclear studies were greater than for high risk of bias (sequence generation, allocation 

concealment, blinding, “other sources of bias”), and in one case the ES were the same (selective 

outcome reporting). There was no impact when controlling for study-level factors (i.e., no 

statistically significant differences were found). 

 
Figure 1. Sequence generation (p=0.50 (Kruskall-Wallis); p=0.21 (Spearman))

 
Figure 2. Allocation concealment (p=0.39 (Kruskall-Wallis); p=0.23 (Spearman)) 



13 

 
Figure 3. Blinding (p=0.77 (Kruskall-Wallis); p=0.70 (Spearman)) 

 
Figure 4. Incomplete outcome data (p=0.93 (Kruskall-Wallis); p=0.99 (Spearman)) 

 
Figure 5. Selective outcome reporting (p=0.10 (Kruskall-Wallis); p=0.12 (Spearman)) 

 
Figure 6. Other sources of bias (p=0.88 (Kruskall-Wallis); p=0.63 (Spearman)) 

 
Figure 7. Overall risk of bias (p=0.71 (Kruskall-Wallis); p=0.57 (Spearman)) 
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Note: The standard errors (SE) for the “high” category in Figure 1 and for the “low” category in Figure 7 were not estimable 

because there was only one study in each. The SE was made arbitrarily large to reflect the confidence one should have in this 

estimate.   

Newcastle-Ottawa Scale and Cohort Studies 

Description of Reviewers 

Sixteen reviewers from the xx EPC and the xx EPC assessed the studies using the NOS. 

Individuals had varying levels of relevant training, experience with systematic reviews in 

general, and experience with EPC work specifically. The length of time they had worked with 

their respective EPC ranged from 4 months to 10 years. Thirteen reviewers had formal training in 

systematic reviews. Four reviewers had a doctoral degree; 10 reviewers had a master‟s degree; 1 

reviewer had a medical degree and master‟s degree; and 1 reviewer had an undergraduate degree. 

Description of Sample  

The cohort studies were taken from eight meta-analyses which are described in Table 7. 

Further details are available in Appendix G. 
 
Table 7. Description of meta-analyses of cohort studies included in sample  

Topic area (See Appendix G for citations) Source 
Number of studies 

Included in our 
sample 

Breastfeeding and asthma EPC report 10 

Impaired glucose tolerance and diabetes mellitus EPC report 17 

Cardiac resynchronization therapy and all-cause mortality EPC report 11 

Drug-resistant tuberculosis and positive treatment outcome Medline 13 

Statins and mortality from severe infections and sepsis Medline 20 

Red meat intake and prostate cancer Medline 15 

Overweight and obesity and preterm birth before 37 weeks Medline 38 

Antenatal depression and preterm birth Medline 20 

Inter-rater Reliability 

Inter-rater reliability for the 131 cohort studies is presented by domain in Table 8. The item 

“was the followup long enough for the outcome to occur” had the highest level of agreement 

which was considered substantial. Reliability was moderate for both ascertainment of exposure 

and ascertainment of outcome. Reliability was fair for representativeness of the cohort, and 

slight for comparability of cohorts and adequacy of followup of cohorts. Selection of the non-

exposed cohort and demonstration that the outcome was not present at the outset of the study had 

poor reliability. Reliability for the overall score (total number of stars) was fair. 

 
Table 8. Inter-rater reliability on NOS assessments, by domain 

Domain 
Agreement  

( )* 
Interpretation

3
 

Representativeness of the exposed cohort 0.23 Fair 

Selection of the non-exposed cohort -0.03 Poor 

Ascertainment of exposure 0.43 Moderate 

Demonstration that the outcome was not 
present at outset of study 

-0.06 Poor 

Comparability 0.18 Slight 

Assessment of outcome 0.49 Moderate 
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Length of follow-up sufficient 0.68 Substantial 

Adequacy of participant followup 0.29 Fair 

Total stars 0.29* Fair 

NA=not applicable 

* We used a weighted kappa for the total score as it assumes some ordinality in the assessment; other kappas are not weighted, 

i.e., Cohen‟s kappa.  

Validity 

We found no association between individual NOS items or overall NOS score and effect 

estimates (Table 9). 

 
Table 9. Results of meta-meta-analysis of quality items and measures of association  

Domain ROR 95% CI 

Representativeness of the exposed cohort 1.01 0.85, 1.20 

Selection of the non-exposed cohort 1.83  0.92, 3.64 

Ascertainment of exposure 1.13 0.93, 1.37 

Demonstration that the outcome was not present at outset of study 0.72 0.49, 1.07 

Comparability 0.86 0.56, 1.31 

Assessment of outcome 1.04 0.79, 1.38 

Length of followup adequate 0.84 0.55, 1.27 

Adequacy of participant followup 0.99 0.91, 1.08 

ROR (ratios of odds ratios) that are greater than 1 indicate that studies of higher quality had larger effect sizes on average than 

studies with lower quality. The RORs presented were pooled across all of the eight meta-analyses that provided data for that 

quality item; if all studies in a meta-analysis were rated the same for a quality item, that meta-analysis did not contribute to that 

ROR. 

 

 

Summary and Discussion 

Key Points 

Risk of Bias Tool and Randomized Controlled Trials 

 Inter-rater reliability between reviewers was fair for all domains except sequence 

generation which was substantial. 

 Inter-rater reliability between pairs of reviewers was moderate for sequence 

generation, fair for allocation concealment and “other sources of bias,” and slight for 

the remaining domains. 

 Low agreement between reviewers suggests the need for more specific guidance 

regarding interpretation and application of the Risk of Bias (ROB) tool or possibly re-

phrasing of items for clarity. 

 Examination of study-level variables and their association with inter-rater agreement 

identifies areas that require specific guidance in applying the ROB tool. For example, 

nature of the outcome (objective vs. subjective), study design (parallel vs. other), and 

trial hypothesis (efficacy/superiority vs. other). 

 Low agreement between pairs of reviewers indicates the potential for inconsistent 

application and interpretation of the ROB tool across different groups and systematic 

reviews. 
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 The majority of trials in the sample were assessed as high or unclear risk of bias for 

many domains. This raises concerns about the methodological rigor of trials in 

general, and the ability of the ROB tool to detect differences across trials that may 

relate to biases in estimates of treatment effects. 

 No statistically significant differences were found in effect sizes (ES) across high, 

unclear and low risk of bias categories; however, trends consistently showed greater 

effect estimates for studies at high or unclear risk of bias. 

Newcastle-Ottawa Scale and Cohort Studies 

 Inter-rater reliability between reviewers ranged from poor to substantial, but was poor 

or fair for the majority of domains. 

 No association was found between individual quality domains and measures of 

association. 

Discussion 

Risk of Bias Tool and Randomized Controlled Trials 

We found that inter-rater reliability between reviewers was low for all but one domain in the 

ROB tool. These findings are similar to results of a previous study
9
 (Table 10). The sample of 

trials was distinct for the previous and current studies, focusing on pediatric and adult 

populations, respectively. The common feature of the two samples was that the trials were not 

part of a systematic review, rather they were trials randomly selected from a larger pool. Hence, 

the trials covered a wide range of topics. This may have contributed to some of the low 

agreement as reviewers had to consider different nuances for each trial. Hartling et al. showed 

improved agreement within the context of a systematic review where all trials examined the 

same interventions in similar populations
10

 (Table 10).  

Nevertheless, the low agreement raises concerns and points to the need for clear and detailed 

guidance in terms of applying the ROB tool. Despite pilot testing and providing supplemental 

guidance for this study, we still found low agreement. This is likely due to nuances encountered 

in individual studies. A compilation of examples, especially problem areas, with information on 

how experts would interpret and apply domains would be of particular benefit for this field. One 

of the unique contributions of the present study was the analysis of inter-rater reliability 

controlling for study-level variables. This provides some direction as to where more specific 

guidance may be beneficial. For instance, agreement was considerably lower for: allocation 

concealment when trials did not have a parallel design; blinding when the nature of the outcome 

was subjective; selective outcome reporting when the trial hypothesis was not one of 

efficacy/superiority; and “other sources of bias” for nonpharmacological interventions and when 

the outcome was subjective. In summary, agreement for some domains may be better in classic 

parallel trials of pharmacological interventions, whereas trials with different design features 

(e.g., crossover) or hypotheses (e.g., equivalence, non-inferiority), and those examining 

nonpharmacological interventions appear to create more ambiguity for risk of bias assessments. 

Another unique contribution of the present study was the examination of the consensus 

ratings across pairs of reviewers. These ratings should be free of individual rater errors and bias 

given that these are consensus ratings with disagreements resolved. Further, this is a more 

meaningful measure of agreement (as opposed to reliability between two reviewers), as these 

ratings are the ones reported in systematic reviews. In this study, the pairs of reviewers were 
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from four different centers, each with a long history of producing systematic reviews. The 

agreement across the pairs of reviewers was generally lower than the agreement between 

reviewers. This raises concerns about the variability in interpreting and applying the ROB tool 

that can occur across different systematic review groups and across systematic reviews. It also 

raises questions regarding the credibility of the risk of bias assessments within any given 

systematic review. 

 
Table 10. Inter-rater reliability on risk of bias assessments, comparison across studies  

Domain 
Hartling et al 

(2009
9
) 

Hartling et al 
(2011

10
) 

This study 
(between 

reviewers) 

This study 
(between pairs of 

reviewers) 

Sequence generation Substantial Almost perfect Substantial Moderate 

Allocation concealment Moderate Moderate Fair Fair 

Blinding Fair Substantial Fair Slight 

Incomplete data Fair Moderate Fair Slight 

Selective reporting Slight Fair Fair Slight 

Other sources of bias Fair Moderate Fair Fair 

Overall risk of bias Fair Moderate Fair Slight 

 

Risk of bias for the sample of trials used for this study is described in Table 11 and is 

compared with samples from other studies. Of particular note is that 99 percent of this sample 

had overall risk of bias assessments as high or unclear. This is similar to three of the four other 

samples that had more than 90 percent assessed as high or unclear risk of bias overall (the fourth 

sample did not assess overall risk of bias). This raises the question of whether all these trials are 

in fact substantially flawed or whether the ROB tool is overly punitive. If the vast majority of 

trials are assessed as high or unclear risk of bias, the tool may not be sufficiently sensitive to 

differences in methodology that might explain variation in treatment effect estimates across 

studies, or study methodology as a potential explanation for heterogeneity in meta-analyses. 

Questions also arise regarding whether poor assessments are a result of inadequate or unclear 

reporting at the trial level. While the focus of the ROB tool is intended to be on methods rather 

than reporting, reviewers regularly indicate that they rely on the trial reporting to make their 

assessments. Even within recent samples of trials published after the emergence and widespread 

dissemination of reporting guidelines,
41

 we see large proportions assessed as high or unclear risk 

of bias. This is consistent with other recent reports of unacceptable reporting in trials.
1
 The risk 

of bias assessments were less severe within the individual domains. However, for the current 

sample the majority of trials were assessed as high or unclear risk of bias for three of the six 

domains, including allocation concealment, blinding, and “other sources of bias.” These findings 

may be beneficial for developers and promoters of reporting guidelines, as well as for 

researchers who are reporting randomized trials.  

Our sampling allowed us to broadly compare our assessments with those of another 

independent research team.
1
 The other team did not apply the risk of bias tool but did assess 

some of the same domains. Further, the other team examined a larger sample of trials published 

in 2006 from which our sample was randomly drawn. Nevertheless, the assessment between 

research teams was consistent for several domains. They found that 75 percent of trials did not 

report their method of allocation concealment while we found that 79 percent were at high or 

unclear risk of bias for allocation concealment. Likewise, they found that 59 percent of reports 

were either not blinded or methods of blinding were not reported while we found that 62 percent 

of trials were at high or unclear risk of bias for blinding. They found that attrition (intention-to-
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treat analysis) was not reported in 31 percent of trials while we found incomplete outcome data 

for 36 percent. There was variation for one of the domains that both groups assessed: the other 

team found that sequence generation was not reported for 66 percent of the sample, whereas we 

found high or unclear risk of bias for sequence generation in only 46 percent of our sub-sample. 

 
Table 11. Trials at high or unclear risk of bias across samples  

Domain 

Pediatric 
trials 

published in 
late 1990’s

9
 

(n=163) 

Trials of 
LABA/ICS in 

asthma
10

 
(n=107) 

Pediatric 
trials 

published in 
2007

42
 

(n=300) 

Pediatric 
trials 

published 
in high 
impact 

journals
43

 
(n=146) 

This study 
(adult trials 
published in 

2006, 
n=154) 

 

Sequence generation 68% 75% 51% 41% 46% 

Allocation concealment 68% 88% 75% 57% 79% 

Blinding 40% 58% 50% 19% 62% 

Incomplete data 47% 62% 38% 11% 36% 

Selective reporting 32% 22% 18% 2% 23% 

Other sources of bias 61% 99% 66% 2% 77% 

Overall risk of bias 96% 100% 92% n/a 99% 

LABA/ICS = long-acting beta agonists/inhaled corticosteroids 

 

We found no statistically significant association between effect estimates and risk of bias 

assessments. The main explanations for this finding are that there is in fact no association, or 

more likely, there was insufficient power to detect differences. One of the factors contributing to 

low power was the small number of studies within certain domains in the low risk of bias 

category. This was particularly the case for overall risk of bias as there was only one study in the 

low category. However, the trend was evident in that the studies at high and unclear risk of bias 

overall had substantially greater treatment ES (ES=0.94 and 0.85, respectively vs. 0.31). The 

trend for five of the seven domains (including overall risk of bias) was for greater treatment ES 

for studies at high risk of bias compared to low risk of bias. Further, in all but one domain, 

studies at unclear risk of bias had greater treatment ES than studies at low risk of bias, although 

the differences were not statistically significant. This finding is important in interpreting 

evidence: when risk of bias is unclear, estimates are likely to be overestimating treatment effects.   

Newcastle-Ottawa Scale and Cohort Studies 

This is the first study to our knowledge that has examined inter-rater reliability and construct 

validity of the Newcastle-Ottawa Scale (NOS). We found a wide range of agreement across the 

domains of the NOS, ranging from slight to substantial. The domain with substantial agreement 

was not surprising. This domain asked “was the followup long enough for the outcome to 

occur?” A priori we asked clinical experts to provide the minimum length of followup for each 

review question. Thus, the assessors had very specific guidance for this item. The agreement for 

ascertainment of exposure and assessment of outcome was moderate, suggesting that the 

wording and response options are reasonable. The remaining items had poor, slight, or fair 

agreement which may be attributable to some of the problems discussed below. 

In general, the reviewers found the tool difficult to use. They found the decision rules to be 

vague, even with the additional information we provided as part of this study. General points that 

arose were whether to assess each study based on the individual report, or as it related to the 

systematic review question. For instance, if the systematic review question was specific to a 

particular population, then the study population may be representative. However, the study 
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population may not be representative of the average population in the community (first NOS 

item). Similarly, reviewers wanted specific guidance on whether to base assessments on the 

information contained in the specific study report, or whether to incorporate information from 

other reports of the same study. For instance, in numerous cases study authors would refer to 

another publication for details on the sample or specific methods. Studies could be unnecessarily 

penalized if they did not incorporate other pertinent information that was available from other 

reports. 

Reviewers found it difficult to determine the difference between some of the response 

options. For example, two of the response options for item 1 regarding the exposed cohort are 

“truly” versus “somewhat” representative. Some reviewers questioned whether this distinction 

was important, as both responses garnered a star for that item, hence there was no difference in 

the final score. Also with respect to the first item, reviewers were uncertain regarding what 

makes a population “selected.” Some interpreted this to include populations with unequal 

representation of a certain group (e.g., 90 percent males, all patients had organ transplant) while 

others relied on the methods of selection (e.g., volunteers, select group such as nurses). Likewise, 

reviewers questioned the difference between the categories “structured interview” and “written 

self-report” for ascertainment of exposure. For example, researchers may use structured, 

validated surveys or questionnaires (e.g., SF-36) but these are completed independently by the 

study participant.  

Reviewers were uncertain on how to assess the item on comparability. Some studies 

discussed testing different confounders in their models, but only included the confounders that 

showed a significant difference in the final model. Reviewers were unsure whether to indicate 

that the study controlled for that confounder. 

Reviewers questioned what some domains actually measured. For instance, whether the 

selection domain assesses bias in how the participants were selected, or whether it is intended to 

assess the applicability of the study population to the population in general. Further, some 

concerns were raised that the response categories within a domain measured different constructs. 

Reviewers would have liked “unclear” or “no description” options for some items, in 

particular for the last item on “adequacy of followup of cohorts.” They identified an additional 

problem with the response categories for this item. The second option is either a small number 

lost or description provided of those lost. The third option is a larger number lost and no 

description of those lost. However, there is no response option that includes a larger number lost 

and a description is provided (e.g., that indicates there was no imbalance between groups). 

Finally we found no association between NOS items and the measures of association using 

meta-epidemiological methods that control for heterogeneity due to condition and intervention. 

Moreover, we saw no trends suggesting an association between magnitude of association and 

quality. This provides empirical evidence to substantiate previous claims that “the NOS includes 

problematic items with an uncertain validity.”
44

 

Implications for Practice 
The findings of this research have critical implications for practice and the interpretation of 

evidence. The low level of agreement between reviewers and pairs of reviewers puts into 

question the credibility or validity of risk of bias/quality assessments using the ROB tool or NOS 

within any given systematic review. Moreover, in measurement theory, reliability is a necessary 

condition for validity (i.e., without being reliable a test cannot be valid). Systematic reviewers 

are urged to incorporate considerations of risk of bias/quality into their results. Furthermore, 
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integration of the GRADE tool into systematic reviews necessitates the consideration of risk of 

bias/quality assessments in rating the strength of evidence and ultimately recommendations for 

practice.
45

 While the ROB tool considers risk of bias for an individual study, the GRADE tool 

assesses the risk of bias across all relevant studies for a given outcome (e.g., most information is 

from studies at high/moderate/low risk of bias).
46

 The results of risk of bias assessments and their 

interpretation in a systematic review, as well as the strength of evidence assessments, will be 

misleading if they are based on flawed assessments of risk of bias/quality. Moreover, Stang 

declared with respect to the NOS that “use of this score in evidence-based reviews and meta-

analyses may produce highly arbitrary results.”
44

 

Reviewers and review teams need to be aware of the limitations of existing tools. Detailed 

guidelines, decision rules, and transparency are needed so that readers and end-users of 

systematic reviews can see how the tools were applied. Further, pilot testing and development of 

review-specific guidelines and decision rules should be mandatory and reported in detail. 

This study provides some evidence of association (or trends) between risk of bias domains 

and estimates of treatment effect which corroborates previous findings.
9,42

 The results confirm 

that the ROB tool is doing what it is intended to do, i.e., identifying studies that may yield less 

reliable estimates of treatment effects. We did not find similar evidence for the NOS, therefore 

its suitability for use in systematic reviews should be re-examined.
17

 Further, the NOS in its 

current form does not appear to provide reliable quality assessments and requires further 

development and more detailed guidance. The NOS was previously endorsed by The Cochrane 

Collaboration; however, more recently the Collaboration has proposed a modified ROB tool to 

be used for nonrandomized studies.
2
 A new tool developed through the EPC Program for quality 

assessment of nonrandomized studies offers another alternative.
47

  

Future Directions 
There is a dire need for more detailed guidelines to apply both the ROB tool and the NOS, as 

well as revisions to the tools to enhance clarity. We have identified specific trial features for 

which clearer guidance is needed. A living database that collects examples of risk of bias/quality 

assessments and consensus from a group of experts would be a valuable contribution to this field. 

Individual review teams and research groups should be encouraged to begin identifying 

examples and these could be compiled across programs (e.g., the EPC Program) and entities 

(e.g., The Cochrane Bias Methods Group), and made widely accessible. We have identified 

specific problems with application and interpretation of the NOS tool. Further revisions and 

guidance are needed to support the continued use of NOS in systematic reviews. Investment in 

further reliability and validity testing of other tools may be more appropriate (e.g., Cochrane 

ROB tool for nonrandomized studies, the EPC tool). Finally, consensus in this field is needed in 

terms of the threshold for inter-rater reliability of a measurement before it can be used for any 

purpose, even descriptive purposes (i.e., describing the risk of bias or quality of a set of studies). 

Strengths and Limitations 
This is one of few studies examining the reliability and validity of the ROB tool. It is the first 

to our knowledge that examines reliability between the consensus assessments of pairs of 

reviewers. Further, it is the first study to provide empirical evidence on study-level variables that 

may impact reliability of ROB assessments. This is the first study to our knowledge that 

examined reliability and validity of the NOS. 
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The main limitation of the research is that the sample sizes (154 RCTs, 131 cohort studies) 

may not have provided sufficient power to detect statistically significant differences in ES 

estimates according to risk of bias/quality. We observed trends for RCTs, with larger effect 

estimates for studies at high or unclear versus low risk of bias. We found no significant 

associations between quality and measures of association within the cohort studies, which could 

be attributable to low power. However, we did not find any discernable trends. We specifically 

selected meta-analyses with substantial heterogeneity in order to optimize our potential to see 

whether quality as assessed with the NOS might explain variations in measures of association. 

We involved a number of reviewers with different levels of training, type of training, and 

extent of experience in quality assessment and systematic reviews. Some of the variability or low 

agreement may be attributable to characteristics of the reviewers. Agreement may be higher 

among individuals with more direct experience or specific post-graduate training in research 

methods or epidemiology. Nevertheless, all reviewers had previous experience in systematic 

reviews and quality assessments, and likely represent the range of individuals that would 

typically be involved in these activities within a systematic review. 

A final caveat to note is that the ROB tool has undergone some revisions since we initiated 

the study. These are detailed in the most recent version of the Cochrane Handbook
2
 but were not 

incorporated into our research. The changes affected primarily the blinding and the “other 

sources of bias” domains. This does not impact the general findings from our research; however, 

further testing with the modified tool is warranted. 

Conclusions 
More specific guidance is needed to apply and interpret risk of bias/quality tools. We 

identified a number of study-level factors that influence agreement. This information provides 

direction for more detailed guidance. Low agreement across pairs of reviewers raises questions 

about the credibility of risk of bias assessments in any given systematic review. This has 

implications for incorporation of risk of bias into results and grading the strength of evidence. 

There was variable agreement across items in the NOS. This finding, combined with a lack of 

evidence that it discriminates studies that may provide biased results, challenges its suitability for 

use in systematic reviews.
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